Modeling thermal spike driven reactions at low temperature and application to zirconium carbide radiation damage
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ABSTRACT

The development of TEM-visible damage in materials under irradiation at cryogenic temperatures cannot be explained using classical rate theory modeling with thermally activated reactions since at low temperatures thermal reaction rates are too low. Although point defect mobility approaches zero at low temperature, the thermal spikes induced by displacement cascades enable some atom mobility as it cools. In this work a model is developed to calculate “athermal” reaction rates from the atomic mobility within the irradiation-induced thermal spikes, including both displacement cascades and electronic stopping. The athermal reaction rates are added to a simple rate theory cluster dynamics model to allow for the simulation of microstructure evolution during irradiation at cryogenic temperatures. The rate theory model is applied to in-situ irradiation of ZrC and compares well at cryogenic temperatures. The results show that the addition of the thermal spike model makes it possible to rationalize microstructure evolution in the low temperature regime.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

The degradation of material properties is one of several limiting factors in nuclear reactor performance. This process occurs, in part, by microstructural and microchemical changes induced by irradiation and prediction of microstructure evolution is necessary as part of an accurate prediction of future material performance in a reactor environment. Rate theory is a method by which microstructure evolution under irradiation is modeled [1–3]. Similar to chemical rate theory, systems of equations involving species’ concentrations and reaction rates are solved to yield defect cluster concentrations. Reactions are generally controlled by diffusion of the reactants and are, as such, dependent on temperature.

A simple rate theory approach is to consider the equal production of interstitials and vacancies with the only allowable reaction being the mutual annihilation of those species by recombination. In that regime \( C_i = C_v = C \) and the governing equation for this system is

\[
\frac{\partial C}{\partial t} = G - RC^2
\]  

(1)

where \( C \) is the concentration of interstitials and vacancies, \( G \) is the rate of production of interstitials and vacancies, and \( R \) is the rate constant for recombination with the term \( RC^2 \) being the rate of recombination. The analytical solution for this equation is

\[
C(t) = \frac{G}{\sqrt{R}} \tanh \left( \sqrt{GRt} \right)
\]  

(2)

and describes a system in which the concentrations of interstitials and vacancies increase until being limited by mutual recombination at \( C = \sqrt{G/R} \) after a time \( t = 1/\sqrt{GR} \). This system is referred to as recombination-dominated.

Reactions in the rate theory framework are typically diffusion-controlled. The rate constant \( R \) is therefore proportional to the diffusion coefficients of the reactants. Because of this, as the temperature decreases, so do the diffusion coefficients which causes the steady-state defect concentration, \( C = \sqrt{G/R} \), to increase. For the rate constant \( R \) defined as in Eq. (17), and for reasonable values of the relevant properties in ZrC, the steady-state atomic concentration of interstitials and vacancies is on the order of \( 10^5 \) at 300 K. For the same parameters at 50 K, however, the concentration of defects is unphysically \( \gg 1 \), indicating that the high-temperature model is no longer valid. The defect concentration at room temperature, while high, is within reason, but the concentration at 50 K is completely non-physical.

This demonstrates a fundamental limitation of the typical rate theory approach; classical rate theory does not model the microstructure evolution at low temperatures in any meaningful
way. The same is true for more complex systems where individual defects can agglomerate into defect clusters, such as dislocation loops and voids. At very low temperatures, the slow diffusion controlled reactions would inhibit the nucleation and growth of defect clusters in the rate theory framework.

In-situ irradiation of ZrC was previously performed at temperatures ranging from 20 K to 1073 K [4]. The observed microstructure evolution did not vary greatly over the temperature range of 20 K to room temperature; small “black-dot” defects appeared after an incubation dose and their density increased until saturation without growing to form distinct dislocation loops. The black-dot defects are clusters with size estimated on the order of tens of individual defects. The presence of an incubation dose indicates that the defects resolvable by transmission electron microscopy (TEM) were not produced directly in single displacement cascades but, rather, formed over time during irradiation. At 20 K, a slow accumulation of defects into larger aggregates by thermal diffusion is not viable given the low defect diffusion coefficient at these temperatures [5], thus another process is required to explain these results.

In this work, we present an addition to rate theory which relies on the defect mobility within displacement cascades. In particular, the thermal spike model of Vineyard [6] is used to calculate an "athermal", radiation-driven component for each reaction rate that is effective even at cryogenic temperatures. This baseline irradiation response can then be added to the usual thermally activated processes to model the reactions at all temperatures. The new reactions are applied to basic ZrC rate theory for evaluation, and these results are reviewed in the context of the experimental measurements of average defect diameter and density as functions of dose. Further recommendations for improving the model are provided.

2. Athermal reaction rates

Atomic collisions with energetic ions transfer energy to lattice atoms during ion irradiation. In this model, this deposited energy drives reactions even at low ambient temperature through defect mobility within the cascade, as put forward by Vineyard [6]. Following Vineyard, the initial collision is considered as an instantaneous point-source of heat. The heat then thermally diffuses outwardly in the radial direction of a cylindrically symmetric system. The local temperature increase due to the addition of heat by the collision results in a number of atomic jumps which cause reactions that would not otherwise occur at these temperatures. For ion irradiation, additional electronic stopping is considered as an instantaneous line-source of heat. This heat instead diffuses outwardly in the radial direction of a cylindrically symmetric system.

The thermal spike model is applied to diffusion controlled reactions. Being diffusion controlled, the reaction rate density takes the form

\[
(rate)_{diff} = A \exp \left(-\frac{E}{(k_B T)}\right)
\]

where \( A \) is a constant, \( E \) is the energy barrier, \( k_B \) is the Boltzmann constant, and \( T \) is the temperature. For a homogeneous medium with constant thermal conductivity and heat capacity, the heat equation is solved with solutions [6]

\[
T_s(r, t) = \left(\frac{qC_1^{1/2}}{4\pi kT}\right) \exp \left(-\frac{Cr^2}{4kT}\right)
\]

for the spherical thermal spike and

\[
T_c(r, t) = \left(\frac{\epsilon}{4\pi kT}\right) \exp \left(-\frac{\epsilon r^2}{4kT}\right)
\]

for the cylindrical thermal spike, where \( r \) is the radial distance from the center of the thermal spike, \( t \) is the time from the initiation of the thermal spike, \( q \) is the energy of the spherical thermal spike, \( \epsilon \) is the energy deposited per unit line length in the cylindrical thermal spike, \( k \) is the thermal conductivity of the material, and \( C \) is the heat capacity of the material. The total number of reactions resulting from the thermal spikes, \( \eta \), is calculated by integrating the reaction rate over the whole thermal spike with

\[
\eta = \int_0^\infty 4\pi r^2 dr \int_0^\infty A \exp(-E/(k_B T)) dt = A \left(\frac{\sqrt{3/5} \Gamma(5/3)q^{4/3}}{10\pi^2 C^{1/3}(E/k_B)^{5/3}}\right)
\]

for spherical thermal spikes and

\[
\eta_c = \int_0^\infty 2\pi r dr \int_0^\infty A \exp(-E/(k_B T)) dt = A \left(\frac{\epsilon^2}{8\pi^2 C(E/k_B)^2}\right)
\]

for cylindrical thermal spikes, where \( \Gamma(5/3) \) is the gamma function evaluated at 5/3.

The rate of reactions resulting from thermal spikes is then calculated from the results of Eqs. (6) and (7). The number of reactions resulting from a spherical cascade is calculated using the average collision energy, the result of which is then multiplied by the number of collisions per unit volume and time, \( \phi \). The number of reactions per unit line length is calculated using the average electronic stopping power and is then multiplied by the ion flux, \( \phi \). The average spherical thermal spike energy is calculated as the average of all SRIM cascade energies weighted to the 5/3 power, and the average cylindrical thermal spike energy is the electronic stopping power averaged over the thickness of the thin-foil. The final result for the thermal spike reaction rate density follows as

\[
(rate)_{spike} = \eta_s \phi + \eta_c \phi = A \left(\frac{\sqrt{3/5} \Gamma(5/3)q^{4/3}}{10\pi^2 C^{1/3}(E/k_B)^{5/3}} + \frac{\epsilon^2 \phi}{8\pi^2 C(E/k_B)^2}\right)
\]

such that the temperature-dependent exponential term of Eq. (3) is replaced by a term evaluated using a combination of material properties and irradiation parameters.

The material properties needed to evaluate Eq. (8) are found in the literature, and the irradiation parameters were specifically evaluated for this work. The Stopping and Range of Ions in Matter (SRIM) [7] is a Monte Carlo program commonly used to simulate ion irradiation, and it was used while planning the in-situ irradiation experiments of ZrC to find the relationship between damage level in displacements-per-atom (dpa) and ion fluence. In this simulation, the average displacement cascade energy was found to be 9361 eV, and the number of cascades per ion was extracted from the text-based collision details. These parameters are used to define the spherical thermal spikes. The average electronic stopping power, 1100 eV/\( \text{nm} \), was estimated from the SRIM graphical user interface ionization plot. This is used to define the cylindrical thermal spike.

The total reaction rate is defined as the sum of the thermal diffusion reaction rate and the thermal spike reaction rate.

\[
(rate) = (rate)_{diff} + (rate)_{spike}
\]

\[
= A \left[\exp(-E/(k_B T)) + \frac{\sqrt{3/5} \Gamma(5/3)q^{4/3}}{10\pi^2 C^{1/3}(E/k_B)^{5/3}} + \frac{\epsilon^2 \phi}{8\pi^2 C(E/k_B)^2}\right]
\]

The behavior of this new formula is easily understood from inspection. At very low temperatures, \( T \ll (E/k_B) \), the thermal diffusion term approaches zero and only the thermal spike reaction rate remains. At higher temperatures, both the thermal diffusion
reaction rate and thermal spike reaction rate contribute. Comparing the thermal diffusion reaction rate of Eq. (3) with the thermal spike reaction rate of Eq. (8), there exists a temperature at which the two reaction rates have equal magnitude, \( T^* \).

\[
T^* = \frac{E}{k_B} \left[ \ln \left( \frac{\sqrt{3/5} \Gamma(5/3)q^{7/5} \varphi}{10\pi k_C C^{2/3}(E/k_B)^{5/3}} \right) + \frac{c^2 \varphi}{8\pi k_C (E/k_B)^{5/3}} \right]^{-1}
\]  

(10)

Above this temperature, the thermal diffusion reaction rate contributes the majority of the total reaction rate, and below this temperature the "athermal" thermal spike reaction rate contributes the majority of the total reaction rate. The equivalent temperature is plotted as a function of reaction energy in Fig. 1 (a) for the in-situ irradiation of ZrC using the parameter values listed in Table 1. Additionally, lines denoting 1% and 99% athermal contribution to the total reaction rate are included. For reactions controlled by interstitial migration of Zr in ZrC (\( E_{\text{mi}} = 0.47 \text{ eV} \)), the results indicate that the reaction rate for thermal spikes becomes dominant below 176 K. The athermal fraction of the total reaction rate is shown for these reactions as a function of temperature in Fig. 1 (b). The transition from the athermal to the thermal regime is nearly completed in the temperature range of 150 K to 200 K.

3. ZrC rate theory model

As reported previously [4,8], the dynamics of ZrC microstructure evolution under irradiation are thought to be controlled by the Zr sublattice such that the visible defects are inferred to be zirconium interstitial clusters. This is because anti-site defects are energetically unfavorable [9], and the high concentration of structural vacancies on the carbon sublattice would suppress the buildup of carbon interstitials. Additionally, the migration energy for zirconium vacancies is too high for cluster growth to occur at the low temperatures it is observed. Therefore, this model considers only Zr vacancies and interstitials and clusters of each defect. In addition, only point defects, Zr interstitials and vacancies, are produced during irradiation, and only these point defects are mobile. This is done for simplicity and also because not much information is known on defect cluster mobility and defect cluster production in displacement cascades in ZrC.

### Table 1

<table>
<thead>
<tr>
<th>Rate theory model parameters</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr interstitial formation energy</td>
<td>( E_f )</td>
<td>8.72</td>
</tr>
<tr>
<td>Zr interstitial migration energy</td>
<td>( E_{\text{mi}} )</td>
<td>0.47</td>
</tr>
<tr>
<td>Zr interstitial diffusion prefactor</td>
<td>( D_i )</td>
<td>2.2 \times 10^{-7}</td>
</tr>
<tr>
<td>Zr vacancy formation energy</td>
<td>( E_v )</td>
<td>7.19</td>
</tr>
<tr>
<td>Zr vacancy migration energy</td>
<td>( E_{\text{mv}} )</td>
<td>5.44</td>
</tr>
<tr>
<td>Zr vacancy diffusion prefactor</td>
<td>( D_{\text{sv}} )</td>
<td>1.1 \times 10^{-6}</td>
</tr>
<tr>
<td>Displacement rate</td>
<td>( G )</td>
<td>1.3 \times 10^{-3}</td>
</tr>
<tr>
<td>Defect survival fraction</td>
<td>( \gamma )</td>
<td>0.4</td>
</tr>
<tr>
<td>Sample thickness</td>
<td>( L )</td>
<td>100</td>
</tr>
<tr>
<td>Atomic volume</td>
<td>( X )</td>
<td>2.596 \times 10^{-29}</td>
</tr>
<tr>
<td>Interstitial bias</td>
<td>( \Omega )</td>
<td>1.05</td>
</tr>
<tr>
<td>Ion flux</td>
<td>( \phi )</td>
<td>6.25 \times 10^{13}</td>
</tr>
<tr>
<td>Displacement cascade rate</td>
<td>( \phi )</td>
<td>6.36 \times 10^{14}</td>
</tr>
<tr>
<td>Average displacement cascade energy</td>
<td>( q )</td>
<td>9361</td>
</tr>
<tr>
<td>Average electronic stopping power</td>
<td>( \epsilon )</td>
<td>1100</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>( \kappa )</td>
<td>25</td>
</tr>
<tr>
<td>Di-interstitial binding energy</td>
<td>( E_{\text{bi}}(2) )</td>
<td>3.2 \times 10^6</td>
</tr>
<tr>
<td>Di-vacancy binding energy</td>
<td>( E_{\text{bv}}(2) )</td>
<td>0.25</td>
</tr>
<tr>
<td>Recombination radius</td>
<td>( r_c )</td>
<td>2.714 \times 10^{-10}</td>
</tr>
</tbody>
</table>
The defect reactions considered in this model include the following: 1. recombination when point defects of opposite nature combine to reform the perfect lattice, 2. formation of a defect cluster when point defects of the same nature react to create a larger cluster, 3. growth of a defect cluster after absorbing a point defect of the same nature, 4. shrinkage of a defect cluster by the emission of a point defect of the same nature, 5. shrinkage of a defect cluster after absorbing a point defect of the opposite nature, and 6. loss of point defects to the thin-foil sample surface, considered as an inexhaustible sink.

The general form of these equations and the rate constants are in line with previous work in Ref. [8]. Although the equations are provided as developed for thermal diffusion reaction rates, in practice the rate constants are modified as explained in Section 2. The rate theory equations are not developed here with explicit spatial dependence to model that behavior. Loss of defects to the surface is instead expressed through another rate constant, $K^\text{S}$. A parabolic concentration profile of migrating defects within the foil is assumed with the maximum concentration at the center of the sample and zero concentration at the two surfaces. The total flux of defects to the two surfaces was then calculated as a function of the average defect concentration. When divided by the sample thickness, this represents the average rate density of defect loss to the sample surface. The rate density of defects lost to surfaces is

$$K_\text{S} = \frac{12D}{L^2}$$

and

$$L = \text{is equal to the thickness of the sample.}$$

### 4. Results and discussion

The addition of the thermal spike model to reaction rate constants is discussed first. The thermal diffusion reaction rate at which interstitials cluster to form di-interstitials is given by

$$K^\text{C} = 4\pi r D$$

where $D$ is the diffusion coefficient of the relevant defect and $r$ is the interaction radius. The diffusion coefficient is of the typical form, $D = D_0 \exp(-E_b/k_B T)$, where $D_0$ is the diffusion prefactor. The interaction radius is taken as the sum of the reactants’ physical radii and a recombination radius, $r_c$. For the reactions involving two diffusing species, the diffusion coefficients of the two reactants are added. Reaction rates involving two interstitial type defects were multiplied by an interstitial bias of 1.05 to account for their greater elastic interaction than vacancies [10].

The backward reaction (emission of defects from a defect cluster) is defined as

$$K^- = \frac{K^+}{\Omega} \exp\left(-\frac{E_b}{k_B T}\right)$$

where $\Omega$ is the atomic volume, $E_b$ is the binding energy of the defect to the cluster in question and $k_B$ is the Boltzmann constant. Following Soneda and De La Rubia, the binding energy is given the form

$$E_b(n) = A - B \left[ n^{2/3} - (n - 1)^{2/3} \right]$$

where $A$ and $B$ are constants. These constants are found by considering that binding energy tends toward the point defect formation energy at large sizes, and the binding energies for di-interstitials and di-vacancies are as calculated in Ref. [8]. In particular,

$$K_\text{S} = \frac{12D}{L^2}$$

where $L$ is the thickness of the sample.
Fig. 1 and corresponds to the reaction energy of 0.47 eV, the migration energy of interstitials. It is clear that the addition of the thermal spike reaction rate avoids the precipitous drop in reaction rates at low temperature that happens when only thermal diffusion controlled reactions at the ambient temperature are considered.

The system of rate theory cluster dynamics equations with additional “athermal” thermal spike reaction rates was solved for temperatures ranging from 50 K to 500 K. The parameters used in the model are shown in Table 1. References for values are provided when available, but otherwise physically reasonable values of the parameters were chosen. An adaptive time step algorithm was used as described in Ref. [12], where each time step was accepted if the estimated relative truncation error was below $10^{-3}$. Each time step was solved iteratively to a relative convergence criteria of less than $10^{-5}$. The simulation data is aggregated into defect cluster average diameter and density for easy presentation. It should be noted that only the data for interstitial clusters is shown; it was found that vacancy clusters never grew large enough to be visible in TEM (> 1.5 nm diameter).

Fig. 3 shows the density and average diameter of all interstitial clusters using only thermal diffusion controlled reaction rates and with the addition of “athermal” thermal spike reaction rates. The nucleation and growth of interstitials is controlled mainly by the interstitial migration energy, 0.47 eV. From Fig. 1 it is shown that the transition from athermal to thermal regimes occurs at 176 K for this reaction energy. At temperatures much greater than this temperature, the simulations produce similar results, as seen with the overlapping lines above 300 K in Fig. 3. In the simulation below this temperature, the reaction rates exponentially fall with decreasing temperature in the absence of the additional thermal spike model. While the simulation with athermal reactions levels off below 175 K, the model without athermal reactions behaves erratically. First, the density increases significantly as compared to the other model before becoming numerically insignificant as the reaction rates approach zero and defects cannot cluster.

A simulation at 50 K with the “athermal” thermal spike model included is compared to experimental values in Fig. 4. Only defects with diameter greater than 1.5 nm (representing the minimum defect size visibility in the TEM) are shown. The experimental values at 673 K, 873 K and 1073 K are reproduced from Ref. [4]. Additionally, a single point was added from the in-situ irradiation of ZrC$_{0.92}$. Overall, the results of the calculation exhibit several desirable attributes which compare well with the experimental results:

1. There is an incubation period of approximately 0.5 dpa before visible defects can be seen.
2. The defect density saturates after a few dpa.
3. The defect diameter does not grow to large sizes.
4. The magnitude of the defect density, approximately $10^{23}$ m$^{-3}$ after saturation, is similar to experiment.

More importantly, without the addition of the athermal reaction rates, no TEM visible defects would have been formed. The

---

This behavior is reproduced in large part by disabling dissociation reactions in the thermal spike model.
addition of the athermal reaction process produces better results that are of the same order of magnitude as experiment at low temperature. This process would be expected to have similar effect for very high dose rate situations as well.

The rate theory cluster dynamics modeling results for average defect diameter and density as a function of temperature and dose are shown in Fig. 5 for both all and only visible interstitial clusters using the “athermal” thermal spike reaction rates. The model produces results that are independent of temperature from 50 K up to 150 K, demonstrating that the athermal mechanisms are still dominant up to 150 K. By 200 K, interstitial diffusion has become thermally activated and surpassed the athermal contribution. The break-even temperature for thermal vs. athermal interstitial migration is 176 K, so the reactions involving interstitials have increased in rate while other reactions with higher activation energy have not increased significantly from the athermal regime. This results in interstitial clusters growing more quickly. Since many of the defects were below the visibility criteria at 50 K, the increased loop growth greatly increases the visible defect density while the total cluster density decreases. Further increases in temperature above 200 K result in decreasing defect density and increasing defect average diameter. These trends match those observed from experiments.

However, the rate at which the model’s prediction of defect density and diameter changes with temperature is much higher than observed experimentally. The in-situ measurements of defect size and density did not change by more than an order of magnitude over temperatures ranging from 50 K to 1073 K, in contrast to the model calculations which show much larger changes in defect density and size with temperature. This occurs because interstitial migration, which activates first at 0.47 eV, dominates the other reactions which leads to significant defect growth as the temperature increases. All other processes activate at energies that are too high for the temperature range of 50 K to 1073 K. For example, vacancy diffusion, with migration energy 5.44 eV, does not thermally activate until 1783 K (see Fig. 1). The experimental results which begin to show defect growth in the range of 300 K to 473 K would indicate an activation energy in the range of 0.8 eV to 1.4 eV based on the athermal model.

From these results, the diffusion of interstitials and vacancies alone cannot explain the full irradiation behavior of ZrC, and additional reactions would need to be added for a complete model. While it has not been studied thoroughly in ZrC, the direct production of defect clusters has been observed in molecular dynamics simulations of displacement cascades [13] and could occur during irradiation. This would reduce the production of mobile defect
clusters and could alter nucleation kinetics. Additionally, the relations used to calculate binding energy of point defects to defect clusters may not be accurate for all defect sizes. Finally, it is easy to imagine that small defect clusters are also mobile, and, because they are below the resolution limit of TEM, would not be observed during the in-situ experiment. Further study of the direct production of defect clusters in displacement cascades and the formation and migration energy of defect clusters is required to improve the accuracy of rate theory modeling of radiation damage in ZrC.

This work shows how a thermal spike model can be applied to generate athermal reaction rates for rate theory cluster dynamics simulations of microstructure evolution during irradiation. Using physical parameters and a simple model, the simulation in the athermal regime matched well with experiment. The same procedure outlined in this work can be applied to any thermally activated process to calculate athermal reaction rates and can therefore be applied to more complicated models. The thermal spike model is most applicable to low temperature or high damage rate irradiation conditions, and simulation of ion irradiation microstructure evolution may benefit the most from its use. Several simplifications were used in the derivation of the thermal spike model, including spherical/cylindrical geometry symmetry and constant defect density in the vicinity of the thermal spike. The impact of these simplifications should be assessed in future work, possibly using molecular dynamics simulations of displacement cascades.

5. Conclusion

A thermal spike model was formulated to calculate athermal reaction rates to address the low temperature deficiency of classical rate theory models. The thermal spike reaction rate was added to a simple rate theory cluster dynamics model of radiation damage and applied to in-situ irradiation results of ZrC. The resulting rate theory model can be applied at all temperatures and overcomes the fact that most thermally activated processes do not occur at cryogenic temperatures. The results of the calculation with the athermal model showed several qualitative improvements over the purely thermal model in comparison to experimental observations. The results of the model, however, changed more rapidly with temperature than experiment, indicating that further work is needed to develop a model that works at all temperatures. In such circumstances the thermal spike model can be successfully used to augment rate theory modeling to predict irradiation damage at low temperatures.
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