Measurement of chlorine concentration on steel surfaces via fiber-optic laser-induced breakdown spectroscopy in double-pulse configuration
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A B S T R A C T

The corrosive environment provided by chlorine ions on the welds of stainless steel dry cask storage canisters for used nuclear fuel may contribute to the occurrence of stress corrosion cracking. We demonstrate the use of fiber-optic laser-induced breakdown spectroscopy (FOLIBS) in the double-pulse (DP) configuration for high-sensitivity, remote measurement of the surface concentrations of chlorine compatible in constrained space and challenging environment characteristic for dry cask storage systems. Chlorine surface concentrations as low as 5 mg/m² have been detected and quantified by use of a laboratory-based and a fieldable DP FOLIBS setup with the calibration curve approach. The compact final optics assembly in the fieldable setup is interfaced via two 25-m long optical fibers for high-power laser pulse delivery and plasma emission collection and can be readily integrated into a multi-sensor robotic delivery system for in-situ inspection of dry cask storage systems.

1. Introduction

The extended usage of the dry cask storage systems (DCSS) that results from the delay in opening of a permanent geological repository for used nuclear fuel has raised serious concerns about the overall structural integrity of DCSS [1–3]. Remote inspection of DCSS that comprises a stainless steel canister and concrete overpack is desired, which motivates the development of a multi-sensor robotic inspection system for such purpose. One example of an effort that could lead to accurate and comprehensive inspections is development of the Portable Robotic Inspection of Nuclear Storage Enclosures (PRINSE) system [4]. Stress corrosion cracking (SCC) has been considered to be the most likely degradation mechanism of steel canisters at marine sites. The accumulation of chlorine (Cl) anions in the deliquescent airborne sea salt particles deposited on the heat affected zones of the welding lines over a long service life may provide sufficient Cl, as well as susceptible materials and tensile thermal stresses that are responsible for SCC [5,6]. According to a field test conducted in Japan, the typical Cl concentration observed on the steel canister is in the range of 1–100 mg/m² [7]. Although the concentration may be significantly affected by the environmental conditions [6], we targeted this Cl surface concentration range in our study.

Laser-induced breakdown spectroscopy (LIBS) has proven to be an effective approach for detection of Cl attached to stainless steel surfaces [8,9]. However, the sensitivity of the Cl concentration measurement via LIBS is limited by the high ionization potential of Cl and by the difficulty in populating the relatively high upper level energy of neutral chlorine for the transition of interest. This is especially the case when high-power laser pulses need to be delivered by flexible fiber optics through the duct of the air ventilation system of DCSS. In this situation, the maximum laser irradiance that can be achieved at the sample surface is limited by multiple factors related to the optical fiber, including its aperture, laser coupling efficiency, optical damage threshold, intermodal dispersion, and the focusing conditions that can be practically realized post fiber exit. Fiber-optic laser-induced breakdown spectroscopy (FOLIBS), ever since its emergence, has been successfully applied to a number of “real-world” applications that require remote in-situ analysis; however, in none of them there was special attention paid to the halogen Cl.
which is difficult to detect through its optical emission [10–15]. In recent work, Eto and Fujii [9] demonstrated the potential to detect Cl emissions in FOLIBS at Cl surface concentrations of approximately 50 mg/m². However, reliable detection of the most intense Cl I emission line (837.6 nm) under typical LIBS ablation conditions and located outside the vacuum ultraviolet region remains challenging when quantitative measurements of Cl on steel surfaces are sought at even lower concentrations. Efforts were undertaken to improve the sensitivity of Cl measurement by detecting alkali metals as surrogates for Cl [16]. However, this measurement could become inaccurate if Cl speciation occurred during the transport of salt in the environment, such that the ratio of concentrations of alkali metals to Cl could be modified [6]. Direct Cl measurement in FOLIBS is therefore motivated to a significant extent by the desire to overcome the limitations of the surrogate measurements. Special approaches, such as the use of helium buffer gas [17], additional excitation by electrical discharge [18], and double-pulse (DP) excitation technique [19], can be explored to improve the sensitivity and accuracy of direct Cl measurement in FOLIBS. From those approaches, the DP excitation technique appears most suitable for use in the DCSS environment. DP excitation is expected to significantly enhance the characteristic emissions from the plasma through a reheating process by a second laser pulse, such that denser and hotter plasma can be formed, containing a large population of analyte atoms that are sufficiently excited to contribute to the desired Cl I 837.6 nm emission line [20]. Extensive laboratory studies of detection of Cl using DP LIBS have demonstrated the effect of the use of a second laser pulse by varying its wavelength, energy, and inter-pulse delay in orthogonal geometry [17,21]. Labutin et al. first explored the possibility of using DP technique in a more practical collinear configuration to assist the excitation of Cl atoms, and observed prominent enhancement of the analytical Cl I line at 837.6 nm using a DP approach in their laboratory study [19]. A limit of detection (LOD) for chlorine of 50 ppm in concrete was achieved by using an internal standard of the Mg II line at 279.08 nm. Additionally, a mobile system, equipped with an air-cooled Q-switched Nd:YAG laser (1064 nm), a compact Czerny-Turner spectrometer, and an un gated CCD camera was also developed by this group, achieving an LOD of 1500 ppm for Cl. The aim was in-situ quantification of corrosive active non-metals under ambient conditions in concrete, and represents a promising way for probing for presence of Cl in the field [22]. It should be noted that none of these prior studies incorporated optical fibers for high-power laser pulse delivery, such as in FOLIBS. Another obvious advantage of using DP in FOLIBS is simply that more energy can be delivered onto the target when splitting a single pulse into two separate pulses that are delayed with respect to each other while propagating through the optical fiber.

In this study, a collinear DP configuration was adopted in FOLIBS to enable the observation of the Cl I emission line at 837.6 nm on the steel surface under ambient conditions, with a goal to achieve sensitivity to lower Cl concentrations. Two DP FOLIBS setups have been developed and tested. The first setup enables the study of the feasibility of DP FOLIBS for direct Cl detection in laboratory conditions, while the second has been designed to be more compact, aiming to fulfill the practical requirements of the remote inspection of DCSS. Standard samples for conventional LIBS calibration curve approach were prepared on steel substrates using a nebulizer-based process developed for our prior surrogate measurements [16]. No aggregation and crystallization of salt aerosols was observed on the sample surfaces with scanning electron microscopy (SEM). The surface concentration of Cl on the prepared samples is in the range of 1–100 mg/m², calculated on the basis of deposition parameters and further confirmed by ion chromatography (IC). It is demonstrated in this study that the DP FOLIBS approach, which is fully compatible with integration into a robotic delivery system such as PRINSE [4,23], can detect Cl on stainless steel surfaces with sufficiently high sensitivity to meet the most demanding targets of DCSS inspection.

2. Experimental setup and methods

2.1. Sample preparation

To benchmark the LIBS measurement, the standard samples were prepared through the use of PerkinElmer Mira-mist nebulizer (P/N N0775330), which produces a fine mist when delivering the synthetic seawater solution (ASTM D1141-98, Lake Products Company LLC), which interacts with an argon gas stream. The volumetric flow rate of the nebulizer was calibrated to be 0.25 mL/min, and the diameter of the spraying area was measured to be 4.5 cm when the nebulizer was kept 15 cm above the substrate. The stainless steel substrates were preheated by a Thermo Scientific Cimarec hot plate to 500 °C to provide near-instantaneous vaporization of water on contact with the heated surfaces, and helped avoid the aggregation of aerosol particles and formation of salt crystals, as can be seen under SEM measurement in our previous work [16]. This resulted in more homogeneous salt deposition relative to the unheated case. In order to prevent significant cooling down of the substrates during spraying, the selected dilution factor of 1/100 limited the exposure time of the substrates to less than 1 min. The Cl surface concentrations of the samples were calculated from the mass concentration of Cl in the diluted seawater solution, the flow rate of the nebulizer, the exposure time of the samples, and the sprayed area. The absolute surface concentrations of Cl on samples were further validated by IC (ICS 2500, Dionex Corp.), which is able to quantify Cl anions down to ~20 ppb when the salt depositions were washed off from the sample surfaces and dissolved in deionized water.

2.2. Laboratory DP FOLIBS setup

In the laboratory DP FOLIBS setup shown in Fig. 1, a Q-switched Nd:YAG laser (Quanta-Ray PRO-250–10, Spectra Physics) with pulse duration of ~10 ns and a repetition rate of 10 Hz was operated at its fundamental wavelength of 1064 nm. The beam diameter was first reduced using a Galilean telescope, and then the pulse was split using a plate beam splitter. With this configuration, the path of one of the resulting pulses was increased by 12 m with respect to the other path, resulting in an inter-pulse delay of 40 ns, when the pulses were recombined by means of two half-wave plates and a polarizing beam splitter. A similar DP scheme is commonly seen in femtosecond DP LIBS [24,25], in which the maximum enhancement effect is usually found when the inter-pulse delay is on the order of picoseconds [20,26]. However, the physical processes involved in the nanosecond laser-material interaction are known to differ significantly from those that occur when nanosecond lasers are used, such that the timescale of the plasma evolution may be very different [26]. Despite the fact that an inter-pulse delay on the order of magnitude of microseconds generally yields the strongest plasma enhancement in nanosecond DP LIBS [20,26], it is not practical to split a single laser pulse and provide the required hundreds of meters of optical delay for one of the pulses.

The DP sequence was coupled into the 10-m long optical fiber (Thorlabs FT1000EMT, 1-mm core diameter, NA = 0.39) using a plano-convex lens with a focal length of 300 mm. The input end face of the fiber was positioned slightly beyond the focus of the 300-mm lens to prevent fiber damage. Despite the lower coupling efficiency to the sample during ablation with the single pulse [27], the usage of IR wavelengths in DP configuration provided: (i) lower probability of damaging the fiber using 1.17 eV (1064 nm, fundamental wavelength of the Nd:YAG laser) photons compared to higher harmonics, such as 532 nm (second harmonic of the Nd:YAG laser); (ii) greater overall energy throughput; and (iii) strong plasma absorption of the second pulse, leading to enhancement of emission signal.

Two tight-focusing plano-convex lenses (30 mm focal length) were used to collimate the highly divergent DP sequence from the
fiber and focus the pulses onto the sample surfaces to form the plasma. The plasma emission was collected by a 50-mm plano-convex lens positioned at 45° with respect to the incident beam and transported by a separate 400-μm diameter quartz fiber to the Czerny-Turner spectrometer (iHR550, Horiba Jobin Yvon) with 1200-grooves/mm diffraction grating. The spectrometer system was calibrated using a deuterium-halogen light source (DH-2000, Ocean Optics). A long-pass filter with a cutoff wavelength at 550 nm was placed behind the entrance of the spectrometer to eliminate the second-order diffraction of the iron lines in the region near 400 nm. The Andor iStar 334T intensified charge-coupled device (ICCD) supported the time-gated detection in LIBS, whereas the delay generator (DG645, Stanford Research Systems) provided proper timing between the mechanical shutter and the gating of the ICCD camera. The gating and timing is fully controlled by the Solis S acquisition software from Andor. A 3-axis travel translation stage provided precise motion control of the sample and allowed exposing of “fresh” points on the surface of sample manually when performing surface averaging.

2.3. Fieldable DP FOLIBS setup

The fieldable DP FOLIBS setup has been designed to meet the space constraints of the PRINSE system and to allow rapid in-situ analysis. This experimental arrangement consists of a Q-switched Nd:YAG laser (Evergreen 70, Quantel) that houses two collinearly combined laser heads, allowing a continuously adjustable interpulse delay. The DP laser operated at ~60 mJ per pulse with a pulse duration of ~15 ns and a repetition rate of 10 Hz. As shown in Fig. 2 (a), the fiber coupling of the DP sequence is achieved using a 200-mm focal length lens. In order to accommodate the requirements for field deployment, the lengths of the optical fibers used for laser delivery and spectral measurement were both extended to 25 m. The top view of the design of the remote optical assembly is shown in Fig. 2 (b); this assembly [23] can be fit into and be carried by the robotic delivery cars for inspection of DCSS. In the design, the DP (represented by a red beam) is collimated by the fiber collimator (FB105MA-1064, Thorlabs) and focused using a 24.5-mm plano-convex lens. A mirror diverts the converging beam vertically to the sample surface. During LIBS measurements, this last mirror requires regular cleaning due to the deposition of microparticles produced in laser ablation. The parabolic mirror views the plasma from a 60° angle with respect to the incident laser beam. The collimated plasma emission (represented by a blue beam) is coupled into the fiber by a 30-mm plano-convex lens. A LabVIEW [28]-based system provided timing control of both laser pulses and the ICCD gate through the ICCD’s internal digital delay generator. For the purpose of characterizing the optics assembly in the lab environment, an automated 3-axis linear stage allowed for efficient and repeatable scanning of the stainless-steel samples.

3. Results and discussion

3.1. Characterization of fiber optic transport

The laser power (and thus its energy) that can be transmitted through the fiber is constrained by optical damage to the fiber. Multimode fibers with large core diameters can transmit higher peak powers, but offer only limited focusability upon propagation through the fiber. The minimum focal spot size that can be obtained following the laser transport through such fiber increases linearly with its core diameter. We found experimentally that sufficient laser irradiance can be obtained to observe the 837.6-nm Cl I emission line even at low Cl concentrations, well below 100 mg/m².
Fig. 2. (a) Experimental setup for fieldable DP FOLIBS measurement (F: fiber, FC: fiber collimator, FM: fiber mount, L: lens, LF: long-pass filter, M: mirror, OH: optics holder, PM: parabolic mirror, RO: remote optics, S: sample, SP: spectrometer, TS: translation stage); (b) Top view of remote optics design for robotic delivery car in fieldable DP FOLIBS system. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)

Fig. 3 shows the energy transmission efficiency of the multimode fiber used for laser pulse delivery. The minimum angular curvature during experiments was 35.4 rad/m. A maximum total input energy of 81 mJ was achieved for the DP sequence obtained in the laboratory setup. However, damage was frequently observed at a depth of approximately 10 mm from the fiber surface, which prevented continuous operation at the upper limit of the input pulse energy. This phenomenon may be caused by the first internal reflection of the laser beam inside the fiber [29]. To confirm that proper alignment was achieved for both DP laser paths, we also recorded the output energy from a single-pulse (SP) input by blocking either of the DP laser paths. Linear regression of both SP and DP experiments shows that the transmission efficiency was approximately 66%. A R-squared value of 0.99 obtained demonstrates both the absence of significant nonlinear effects and a high stability in coupling of laser pulses to the fiber, since each of the data points was collected in a different experiment over a period of time. In the fieldable setup, the maximum total input energy was significantly increased due to much higher beam quality provided by the DP laser and the use of a longer laser pulse width. The transmission efficiency of the fiber started to degrade at approximately 120 mJ per DP sequence.
where the multimode fiber is order of picoseconds. As a result, the pulse duration at the output of the fiber can be obtained, while the material dispersion in the fiber is only on the order of nanoseconds. Referring to the specifications of the multimode fiber provided by the manufacturer, a 4.79-ns intermodal dispersion can be calculated for the input pulse when propagating through the fiber. The broadening of the laser pulses when propagating through the fiber should be considered. The group delay due to the material dispersion in the fiber is only on the order of picoseconds. As a result, the pulse duration at the output of the multimode fiber is

\[ T_g = \frac{n_1 L (n_1 - n_2)}{c n_2}, \]  

where \( L \) is the fiber length, \( c \) is the speed of light, and \( n_1 \) and \( n_2 \) are the refractive indices of the fiber core and cladding material, respectively. Referring to the specifications of the multimode fiber provided by the manufacturer, a 4.79-ns intermodal dispersion can be obtained, while the material dispersion in the fiber is only on the order of picoseconds. As a result, the pulse duration at the output of the multimode fiber is

\[ \tau_2 = \left( \frac{\tau_1}{1} + \frac{\tau_i}{2} \right)^{1/2}, \]  

where \( \tau_1 \) is the pulse duration before propagation through the fiber and \( \tau_i \) is the intermodal dispersion of the multimode fiber. A 0.85-ns broadening can be calculated for the input 15-nm laser pulse, resulting in an output pulse duration of 15.85 ns, which is in good agreement with the 16.1-ns pulse measured at the fiber output and shown in Fig. 4. No significant effect due to this broadening was observed in our experiments.

As the length of the fiber is extended to 25 m in the fieldable setup, the broadening of the laser pulses when propagating through the fiber should be considered. The group delay due to the intermodal dispersion in the fiber at the critical angle is given by:

\[ T_g = \frac{n_1 L (n_1 - n_2)}{c n_2}, \]  

where \( L \) is the fiber length, \( c \) is the speed of light, and \( n_1 \) and \( n_2 \) are the refractive indices of the fiber core and cladding material, respectively. Referring to the specifications of the multimode fiber provided by the manufacturer, a 4.79-ns intermodal dispersion can be obtained, while the material dispersion in the fiber is only on the order of picoseconds. As a result, the pulse duration at the output of the multimode fiber is

\[ \tau_2 = \left( \frac{\tau_1}{1} + \frac{\tau_i}{2} \right)^{1/2}, \]  

where \( \tau_1 \) is the pulse duration before propagation through the fiber and \( \tau_i \) is the intermodal dispersion of the multimode fiber. A 0.85-ns broadening can be calculated for the input 15-nm laser pulse, resulting in an output pulse duration of 15.85 ns, which is in good agreement with the 16.1-ns pulse measured at the fiber output and shown in Fig. 4. No significant effect due to this broadening was observed in our experiments.

Fig. 3. Energy transmission efficiency of the step-index 1-mm core diameter multimode fiber (Thorlabs FT1000EMT). The solid line is the linear regression of the experimental data in both SP (open circle) and DP (solid circle). The SP data was obtained by blocking either of the laser paths between the beamsplitters in the laboratory setup.

Fig. 4. Pulse duration measured before and after the 25-m long multimode fiber.

3.2. Spectral analysis for quantification of Cl concentration on stainless steel

3.2.1. Laboratory DP FOLIBS setup

Plasma reheating by the second laser pulse in DP can increase the plasma temperature and facilitate the electron impact excitation reactions in the ablated material. Additionally, DP technique can enhance the material removal, improve atomization, and increase the plasma volume. These mechanisms are reported to contribute to the enhancement of the characteristic emission from excited atoms [20]. More importantly, by using the DP approach, twice the laser energy can be delivered through the optical fiber when compared to the SP, limited by optical damage. The enhancement effect of DP excitation in FOLIBS can be clearly observed through direct comparison of SP and DP spectra of 100-mg/m² sample obtained in the laboratory setup, as shown in Fig. 6. Approximately a five-fold increase of the emission lines was achieved by use of DP technique relative to SP, which allows the detection of Cl at much lower concentrations. It should be noted that, in both SP and DP schemes, the FOLIBS systems operated approaching maximum power capacity.

To develop the calibration curve of the Cl I line at 837.6 nm in the laboratory DP FOLIBS setup, emission spectra in the spectral range of 830–844.8 nm were recorded and are shown in Fig. 7 (a). The reported spectra represent an average of the emission measured at five different locations near the center of the standard sample, with a single DP sequence at each location. Considering the much larger Einstein coefficient of Cl relative to Fe, a short ICCD gate delay of 0.1 µs was adopted. The gate delay was optimized by maximizing the Cl emission while suppressing the relative emission intensity of Fe to Cl for better revolving the Cl line at 837.6 nm from the interfering intense Fe line at 838.8 nm. A long gate width of 15 µs was used to enhance the collection of Cl emission. The CCD gain was set to be 1000 during experiments. The DP laser energies at the input and output of the fiber were 75 mJ and 45 mJ, respectively, whereas approximately 39 mJ was delivered onto the sample surface due to the coupling loss of the collimating lens that is insufficient to fully cover the diverged output beam. In the spectra, the Cl I line at 837.6 nm from the multiplet of \( ^4D^p \rightarrow ^4P \) has the highest intensity, and the neighboring intense emission of Fe I at 838.8 nm is also present. Shadowed by the intense Fe I group around 832–835 nm and the O I line at 842.8 nm, the other two Cl I lines at 833.3 nm and 842.8 nm from the Cl multiplet can be observed only at higher Cl concentrations.

An increase and broadening of the 837.6-nm Cl I line can be observed with the increase of Cl concentration from 5 mg/m² to 100 mg/m². Although the Fe I lines and the O I line show variations between different Cl concentration levels due to plasma fluctuation originating from complex laser-material interaction, they do not show such a strong increasing trend with the increase of Cl concentration. Due to the long gate width used, the Cl I line shows an asymmetric profile that is strongly influenced by the Stark effect.

Fig. 5 (a) and (b) shows the SEM images of the laser spots on the stainless steel substrates in both SP and DP ablations in the laboratory setup. A speckle pattern with a characteristic diameter of ~600 µm can be observed due to the interference among the myriad guided modes in the fiber. The full overlap of the two laser pulses achieved by coupling into a single fiber shows its advantage over the setup that adopted separate fibers for delivery of each laser pulse in a single DP sequence, which resulted in partial overlap of the beam spots [30]. It is known that when a DP approach is used, a greater fraction of the incident laser energy is deposited directly into the preformed plasma rather than onto the underlying material [31]. Consistent with this feature of the DP approach, we observe no surface structure, such as the large thermally affected area seen in earlier observations with open beam delivery [16], and which results from the high thermal gradient in the vicinity of the focal spot.

3.2.2. Field DP FOLIBS setup

In the field DP FOLIBS setup, the laser energy can be delivered through the optical fiber when compared to the SP, limited by optical damage. The enhancement effect of DP excitation in FOLIBS can be clearly observed through direct comparison of SP and DP spectra of 100-mg/m² sample obtained in the laboratory setup, as shown in Fig. 6. Approximately a five-fold increase of the emission lines was achieved by use of DP technique relative to SP, which allows the detection of Cl at much lower concentrations. It should be noted that, in both SP and DP schemes, the FOLIBS systems operated approaching maximum power capacity.

To develop the calibration curve of the Cl I line at 837.6 nm in the laboratory DP FOLIBS setup, emission spectra in the spectral range of 830–844.8 nm were recorded and are shown in Fig. 7 (a). The reported spectra represent an average of the emission measured at five different locations near the center of the standard sample, with a single DP sequence at each location. Considering the much larger Einstein coefficient of Cl relative to Fe, a short ICCD gate delay of 0.1 µs was adopted. The gate delay was optimized by maximizing the Cl emission while suppressing the relative emission intensity of Fe to Cl for better revolving the Cl line at 837.6 nm from the interfering intense Fe line at 838.8 nm. A long gate width of 15 µs was used to enhance the collection of Cl emission. The CCD gain was set to be 1000 during experiments. The DP laser energies at the input and output of the fiber were 75 mJ and 45 mJ, respectively, whereas approximately 39 mJ was delivered onto the sample surface due to the coupling loss of the collimating lens that is insufficient to fully cover the diverged output beam. In the spectra, the Cl I line at 837.6 nm from the multiplet of \( ^4D^p \rightarrow ^4P \) has the highest intensity, and the neighboring intense emission of Fe I at 838.8 nm is also present. Shadowed by the intense Fe I group around 832–835 nm and the O I line at 842.8 nm, the other two Cl I lines at 833.3 nm and 842.8 nm from the Cl multiplet can be observed only at higher Cl concentrations.

An increase and broadening of the 837.6-nm Cl I line can be observed with the increase of Cl concentration from 5 mg/m² to 100 mg/m². Although the Fe I lines and the O I line show variations between different Cl concentration levels due to plasma fluctuation originating from complex laser-material interaction, they do not show such a strong increasing trend with the increase of Cl concentration. Due to the long gate width used, the Cl I line shows an asymmetric profile that is strongly influenced by the Stark effect.
Multiple peak fitting with pseudo-Voigt distributions were used for spectral analysis to account for the spectral line intensity (area under the curve above background). An approach using a sigmoidally varied line width [32] was adopted to analyze the asymmetric profile of Cl peak. The nonlinear least-squares fitting was conducted using the Levenberg-Marquardt algorithm provided in the Mathematica framework [33]. The peak area of the Cl I line and its neighboring Fe I line were used for quantification, where the Fe I line serves as an internal standard to account for the possible effect of plasma fluctuation.

Fig. 7 (b) shows the dependence of relative peak area intensity of the Cl I line at 837.6 nm to the Fe I line at 838.8 nm on calculated Cl concentration in the range of 5–100 mg/m². The mean value of the relative peak area intensity was fitted using a linear model. Standard deviation of relative peak area intensity is shown as vertical error bars, while the displayed horizontal ones are the result of an approximate 3 s timing uncertainty in sample preparation process. Uncertainty that originates from the Gaussian-shaped spraying distribution of the nebulizer is not included. The coefficient of determination of the linear fitting was found to be 0.91, which shows noticeable improvement from that of 0.87 determined by using unnormalized signal, suggesting that DP excitation technique with the use of Fe line as internal standard can improve the sensitivity of FOLIBS and allow direct Cl measurement on steel surfaces to as low as 10 mg/m². Another commonly used normalization method incorporating rationing of the peak areas to the total plasma emission intensity [34] do not show comparable performance as the internal standardization currently used in the work. It should be noted that the fixed inter-pulse delay of 40 ns in the laboratory setup precludes the maximization of the enhancement of the line intensity that the DP approach offers [20]. The use of a DP laser with adjustable
3.2.2. Fieldable DP FOLIBS setup

Enhancement effect is observed at different time scales depending on the characteristics of plasma formed by the laser ablation process. Parametric study of the optimum conditions for maximizing the Cl I emission intensity at 837.6 nm was conducted prior to the development of a calibration curve for direct Cl measurement in the fieldable FOLIBS setup. Automatic surface scanning with a raster step size of 1 mm was performed in fieldable DP FOLIBS setup. A total 25 × 25 sampling points were used over the sample surface. The peak area intensity of the Cl I line was analyzed using a custom LabVIEW program, developed specifically for real-time, batch processing analysis of spectra for on-site DCSS inspection. A pseudo-Voigt peak shape with a polynomial baseline was used in the multiple peak fitting within the selected spectral range. The Levenberg-Marquardt algorithm was provided by the LabVIEW Nonlinear Curve Fit VI. In the parametric study, two parameters – the inter-pulse delay of the DP laser sequence and the time delay of the gate of the ICCD – were varied, while keeping the gate width and gain of the ICCD fixed.

Fig. 8 shows the contour plot of the peak area intensity of the Cl I line at 837.6 nm obtained from a 50-mg/m² standard sample. The inter-pulse delay was varied between 800 ns and 1200 ns with a step size of 100 ns, whereas the gate delay was varied between 300 ns and 2700 ns with a step size of 300 ns. The gate width and the gain of the ICCD were 300 ns and 2500, respectively. The Cl I intensity for each set of parameters was averaged over fourteen randomized locations using the programmable sampling. Three DP acquisitions at each location were performed. The resulting contour map, which has been linearly interpolated, indicates the regions in which the LIBS signal is maximized at a Cl concentration of 50 mg/m², suggesting a 900-ns inter-pulse delay and a 600-ns gate delay exhibit the greatest enhancement of Cl emission. Therefore, we adopted an inter-pulse delay of 900 ns for developing the calibration curve in our fieldable FOLIBS setup through analyzing the spectra integrated from a gate delay of 300 ns to 2100 ns. To avoid severe Stark effect experienced in the laboratory setup, the gate width was reduced significantly. However, due to the limited field of view provided by the compact remote optics, a relatively long 1.9 μs gate width was kept, which results in a higher consistency of the plasma emission, while still maintaining a good signal-to-background ratio by keeping the inter-pulse delay at 900 ns. In previously reported work, the optimal value for inter-pulse delay was in the range of 1.5–4 μs [17,19,22], which may result from the differences in the laser wavelength, pulse energy, and matrix among these studies.

The emission spectra in the spectral range of 831.5–842 nm are shown in Fig. 9 (a), which represent an average of emissions from fourteen randomized locations on the sample surface with three DP samples taken at each location. The broadening of the Cl I line at 837.6 nm was less pronounced and the Cl to Fe intensity ratio was enhanced noticeably as compared to that obtained in the laboratory setup, which results in a better separation of the Cl I line from its neighboring Fe I line, and improves the accuracy of spectral analysis. Fig. 9 (b) shows the dependence of the relative peak area intensity of the Cl I line to its neighboring Fe I line, and improves the accuracy of spectral analysis. The horizontal error bars originate only from 3-s timing uncertainty in the sample preparation process.

Fig. 8. Parametric contour map of the Cl I (837.6 nm) emission intensity (peak area) versus the inter-pulse delay and the gate delay obtained using a sample with Cl concentration of 50 mg/m². The gate width and gain of the ICCD were set to 300 ns and 2500, respectively.

![Fig. 8. Parametric contour map of the Cl I (837.6 nm) emission intensity (peak area) versus the inter-pulse delay and the gate delay obtained using a sample with Cl concentration of 50 mg/m². The gate width and gain of the ICCD were set to 300 ns and 2500, respectively.](image-url)

![Fig. 9. (a) Emission spectrum of Cl I multiplet obtained from samples with Cl concentration in the range of 5–100 mg/m² in fieldable FOLIBS setup. The inter-pulse delay of the laser burst was set to 900 ns. The gate delay, gate width, and gain of the ICCD camera were set 300 ns, 2100 ns and 2500, respectively; (b) dependence of the relative emission intensity (peak area) of Cl I (837.6 nm) to Fe I (838.8 nm) on the calculated Cl concentration in the range of 10–100 mg/m². The solid line is the linear regression of the experimental data (solid circle). The horizontal error bars originate only from 3-s timing uncertainty in the sample preparation process.](image-url)
calculated assuming a uniform distribution in comparison to making measurements only near the center of the area where salt was deposited. A linear relationship between the Cl to Fe intensity ratio and the calculated Cl concentration was found with good correlation ($R^2 = 0.95$), which indicates that direct Cl measurement in the fieldable FOLIBS system was achieved at the Cl concentration as low as 5 mg/m² with the assistance of DP excitation.

4. Conclusion and perspective

In order to overcome the difficulties of direct Cl measurement on steel surfaces via FOLIBS, we explored the use of DP excitation technique to improve the analytical performance of LIBS in fiber delivery. When compared to a surrogate measurement, direct Cl measurement is a more reliable method for assessing the potential for SCC on steel canisters without the need to fully understand the transport and deposition of the sea salt aerosols on the surface. To the best of our knowledge, the DP excitation has allowed reliable quantification of Cl surface concentration on steel in the range of 5–100 mg/m² to be achieved via FOLIBS for the first time. Additionally, the potential for any detrimental effects to the material that could be induced by laser ablation is greatly reduced when the total delivered laser energy is split into two successive pulses in DP FOLIBS, so that less energy is deposited directly onto the sample surface when compared to single pulse delivery. The compact fieldable FOLIBS setup, which can be readily integrated into a multi-sensor PRINSE system, has been proven to be equally effective in direct Cl measurement on steel surfaces at a notably low limit of detection of 5 mg/m².

The fieldable FOLIBS system has been tested in a mock-up of DCSS built at the Test Track facility of the Pennsylvania State University to demonstrate its capacity of in-situ measurement of Cl on steel canisters. For future work, the accuracy and the sensitivity of the FOLIBS system may be further improved through the refinement of the design of remote optics assembly by adopting a coaxial configuration in the focusing optical assembly [9], applying the mechanical spatial confinement of the plasma front propagation [35], or by providing fine adjustment to the optics in the upgraded assembly.
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